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Leland Sampson

• Manage the People’s Law 
Library legal information 
website

• Member, MSBA AI Taskforce

• Member, MD Judiciary AI 
Workgroup

• https://sampson.info/

• Here in my personal capacity, 
I am NOT representing the 
Judiciary
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Drop slides into chat!

https://peoples-law.org/
https://peoples-law.org/
https://sampson.info/


Audience Poll – how much do you use AI?

0 – Never

I don’t even 
know how you 
get to the web 
page!

1 – A tiny bit

I asked it where 
I should go out 
to eat while I’m 
at the 
conference.

2 – Monthly

Every now and 
then I have an 
idea that I try.

3 – Weekly

I’ve started to 
consider how it 
can help with 
everything.

4 – Daily

I use AI tools 
routinely, and
tell others how 
they can.

5 – I am AI

I could 
reprogram 
ChatGPT to give 
number 4 a 
thumb!

Question 2: Do you currently pay to use AI tools?
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Roadmap

• How does GenAI work?

• Why is a good prompt important?

• What does all this mean for legal research?
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• Goal: A deeper understanding of GenAI tech



What is GenAI?

• GenAI “utilizes machine learning models to create new, original 
content, such as images, text, or music, based on patterns and 
structures learned from existing data. A prominent model type 
used by generative AI is the large language model (LLM).”*

• *from Cornell University
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https://teaching.cornell.edu/generative-artificial-intelligence#GenerativeAI


How a Large Language Model Works

• A large language model

• "understands" through statistical analysis and probability

• "creates" through combination of pattern, probability, and 
random sampling
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Evolution of GenAI tools

• LLM “understanding”
• LLM is “trained” on billions of 

word associations

• Large LLMs might have 405 billion 
parameters – associations

YouTube Link
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https://www.youtube.com/watch?v=rEDzUT3ymw4


Evolution of GenAI tools

• LLM “creates”
• LLM “knows things” because knowledge was part of it’s training data

• How does an LLM pick the next word it’s going to generate?
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Tokenisation – Turning words (or fragments of words) into numbers
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Embedding – Represents a word’s meaning in its context
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Attention – adds additional context and word 

relationships. 
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Temperature setting – how “creatively” the model picks the next 

word
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See it 
in 
action

1/8/2025 – LLAM GenAI Webinar sampson.info 13

https://poloclub.github.io/transformer-explainer/
https://poloclub.github.io/transformer-explainer/
https://poloclub.github.io/transformer-explainer/


Writing a better prompt 
(It actually makes a difference!)

• Guides the LLM’s Focus

• Improves Output Quality

• Reduces Ambiguity

A good prompt provides more context
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System Prompts

• A system prompt proceeds 
your prompt

• Acts like guardrails

• "If Claude mentions or cites 
particular articles, papers, or 
books, it always lets the 
human know that it doesn't 
have access to search or a 
database and may 
hallucinate citations..."
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https://docs.anthropic.com/en/release-notes/system-prompts


Prompt techniques

Context is everything!

• Zero shot
• Instructions to perform a task without an example

• Few shot
• Instructions with examples
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https://www.promptingguide.ai/techniques


Zero shot

• Act like a [Specify a role],

• I need a [What do you need?],

• you will [Enter a task],

• in the process, you should [Enter details],

• please do not [Enter exclusion],

• input the final result in a [Select a format]

• Tool to create a prompt like this
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https://mitenmit.github.io/gpt/


Few shot

• Act like a [Specify a role],

• I need a [What do you need?],

• you will [Enter a task],

• in the process, you should [Enter details],

• please do not [Enter exclusion],

• input the final result in a [Select a format]

• here is an example 1: [Enter an example]

• here is an example 2: [Enter an example]
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Takeaways

DO
• Keep a prompt library

• Use detailed prompts

• Experiment 

Do Not
• Use ChatGPT as a search engine

• Rely on facts from a LLM

• Use LLM output without editing

1/8/2025 – LLAM GenAI Webinar sampson.info 19



Limitations of foundational LLMs

• Generic models – bad for legal research

• “hallucinations” 
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GenAI developments

• How do we solve the hallucination problem?

• How to get more “knowledge” into an LLM?
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RAG

Prompt 
Engineering 
Guide
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https://www.promptingguide.ai/
https://www.promptingguide.ai/
https://www.promptingguide.ai/


Limits of RAG
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•👍Simple information need
• who won the Super Bowl last year?

•👎Reasoning intensive tasks
• In legal research, it’s harder to specify the concepts needed

• Limited by the keyword search used to identify relevant documents

•👎Distraction
• The answer (or relevant info) gets lost in the noise

•👎LLM ignores the RAG info and relies on it’s parametric memory



Fine-Tuning
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https://www.datacamp.com/tutorial/fine-tuning-large-language-models


Massive array of Memory Experts (MoME)
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https://arxiv.org/html/2406.17642v1


GenAI developments – Reasoning models
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Source

https://x.com/tedx_ai/status/1834346066482987340


GenAI developments – Reasoning models
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Source

https://x.com/DrJimFan/status/1834279865933332752/photo/1


Will all this stop GenAI from hallucinating?

Who knows!?
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Frameworks for evaluating tools
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• BigLaw Bench

• LegalBench

https://www.harvey.ai/blog/introducing-biglaw-bench
https://hazyresearch.stanford.edu/legalbench/


Thank you!

Leland Sampson

https://sampson.info

leland.sampson@mdcourts.gov
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https://sampson.info/
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